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#### Abstract

We study the Hilbert function of the powers of homogeneous ideals which are either Cohen-Macaulay of codimension 2 or Gorenstein of codimension 3. We show that that if $I$ is an ideal in one of these classes and it is of linear type then for all $k$ the Hilbert function of $I^{k}$ depends only on the Hilbert function of $I$. In other words, if $I$ and $J$ are ideals in one of the above mentioned classes which are both of linear type and they have the same Hilbert function then also $I^{k}$ and $J^{k}$ have the same Hilbert function for all $k$.


## Introduction

Let $I$ be a homogeneous ideal in a polynomial ring $R=K\left[X_{1}, \ldots, X_{n}\right]$ and let $P_{R / I}(z)$ denote the Hilbert series of $R / I$. Consider the class $\mathcal{C I}$ of the ideals of $R$ which are homogeneous complete intersection. If $I \in \mathcal{C \mathcal { L }}$, then the degrees of a minimal set of generators of $I$ are uniquely determined by $P_{R / I}(z)$ and they determine the Hilbert series of $R / I^{k}$ for all $k \in \mathbf{N}$. In other words, if $I, J \in \mathcal{C} \mathcal{I}$ and $P_{R / I}(z)=P_{R / J}(z)$, then $P_{R / I^{k}}(z)=P_{R / J^{k}}(z)$ for all $k \in \mathbf{N}$.

One may ask whether other classes of ideals have this property. Let $\mathcal{C}$ be a class of homogeneous ideals of $R$. We say that $\mathcal{C}$ has rigid powers (with respect to Hilbert functions) if for all $I, J \in \mathcal{C}$ with $P_{R / I}(z)=P_{R / J}(z)$ then $P_{R / I^{k}}(z)=P_{R / J^{k}}(z)$ for all $k \in \mathbf{N}$. More generally, we say that $\mathcal{C}$ has rigid $t$-powers if for all $I, J \in \mathcal{C}$ with $P_{R / I}(z)=P_{R / J}(z)$ then $P_{R / I^{k}}(z)=P_{R / J^{k}}(z)$ for all $1 \leq k \leq t$.

Let us denote by $\mathcal{C M}(2)$ the class of the homogeneous ideals of $R$ which are Cohen-Macaulay of codimension 2 and by $\mathcal{G}(3)$ the class of the homogeneous ideals of $R$ which are Gorenstein of codimension 3. It is easy to show that $\mathcal{C M}(2)$ and $\mathcal{G}(3)$ have not rigid powers. Our goal is to determine (big) subclasses of $\mathcal{C} \mathcal{M}(2)$ and $\mathcal{G}(3)$ which have rigid powers or rigid $t$ powers for some $t \in \mathbf{N}$. We denote by $S_{k}(I)$ the $k$-th symmetric power of the ideal $I$. Recall that an ideal $I$ is said to be $t$-syzygetic if $S_{k}(I) \simeq I^{k}$ for all $k=1, \ldots, t$. Furthermore $I$ is said to be of linear type if $S_{k}(I) \simeq I^{k}$ for all $k \in \mathbf{N}$. Our main results are:
i) The class $\{I \in \mathcal{C M}(2): I$ is of linear type $\}$ has rigid powers, [see 2.3].
ii) The class $\{I \in \mathcal{C M}(2): I$ is $t$-syzygetic $\}$ has rigid $t$-powers, [see 2.4].
iii) The class $\{I \in \mathcal{G}(3): I$ is of linear type $\}$ has rigid powers, [see 4.5].
$i v)$ The class $\{I \in \mathcal{G}(3): I$ is $t$-syzygetic $\}$ has rigid $t$-powers, [see 4.6].
v) Let $\mathcal{C}$ be the class of ideals $I \in \mathcal{C M}(2)$ such that the $h$-vector of $R / I$ is $1+2 z+\cdots+m z^{m-1}$ for some $m \in \mathbf{N}$ and $\mu\left(I_{P}\right) \leq$ height $P$ for all the prime ideal $P$ with height $P<\operatorname{dim} R$. Then $\mathcal{C}$ has rigid powers, [see 3.2].

Since every ideal $I \in \mathcal{G}(3)$ is 2 -syzygetic, from $i v$ ) it follows that:
vi) $\mathcal{G}(3)$ has rigid 2-powers, [see 4.2].

This result was conjectured by Geramita, Pucci and Shin [GPS, 4.11]. Another proof of it is given independently by J.Kleppe in [Kl, Prop.2.5] by different methods.

Actually $v i$ ) is a consequence of a stronger result; we show that for every ideal $I$ in $\mathcal{G}(3)$ the $h$-polynomial of $R / I^{2}$ is given by $\left(1-z^{c}\right) h(z)+$ $(1+z)^{3} h\left(z^{2}\right) / 2-(1-z)^{3} h(z)^{2} / 2$ where $h(z)$ is the $h$-polynomial of $R / I$ and $c=\operatorname{deg} h(z)+3$, see 4.1. Similarly we show that there exist polynomial formulas for the $h$-polynomial of the $t$-power of $I$ in terms of the $h$-polynomial of $I$ which work for any ideal $I$ either in $\mathcal{C M}(2)$ or $\mathcal{G}(3)$ which is $t$-syzygetic.

The results of $i i)$ and $v$ ) apply, for instance, to ideals of points of $\mathbf{P}^{2}$. One has that the class of the defining ideals of sets of distinct points in $\mathbf{P}^{2}$ has rigid 2-powers. This result was conjectured by Geramita, Pucci and Shin [GPS, 4.12]. Further the class of the defining ideals of $\binom{m}{2}$ distinct points in $\mathbf{P}^{2}$ with generic Hilbert function has rigid powers.

Conjecture [GPS, 4.11] arose in the study of the scheme $\operatorname{Gor}(H)$ of all the Gorenstein ideals $I$ with a given $h$-polynomial $H$. By results of Iarrobino and Kanev (in the 0 -dimensional case) and of Kleppe (for higher dimension) the dimension of the tangent space of $\operatorname{Gor}(H)$ at $I$ can be expressed in terms of the Hilbert function of $R / I$ and of the Hilbert function of the conormal module $I / I^{2}$. Our explicit formula relating the Hilbert series of $R / I^{2}$ to that
of $R / I$ for any ideal $I \in \mathcal{G}(3)$ yields explicit formulas for the dimension of $\operatorname{Gor}(H)$ only in terms of $H$, see Sect. 5. One should compare these results with the dimension computations in [Kl] where one has always to introduce Betti numbers even if one knows that the final results depend only on the Hilbert function.

Our approach to the study of the Hilbert function of the powers of an ideal $I$ is based on the study of the bigraded structure of the Rees algebra of $I$. Roughly speaking, the Hilbert series of the powers of $I$ are the coefficients of the bigraded Hilbert series of the Rees algebra of $I$. Hence to prove that a certain class $\mathcal{C}$ of ideals has rigid powers it suffices to show that for any $I \in \mathcal{C}$ the bigraded Hilbert series of the Rees algebra of $I$ is determined by the Hilbert series of $R / I$.

Acknowledgements. We thank M.Beltrametti, W.Bruns, A.Geramita, A.Iarrobino, A.Kustin, L.Ramella, A.Tchernev, B.Ulrich for useful discussion concerning the material of this paper and we thank J.Kleppe for sending us his preprint [Kl]. Some of the results of this paper have been conjectured after explicit computations performed by the computer algebra system CoCoA[CNR].

## 1 Notation and generalities

Let $R=K\left[X_{1}, \ldots, X_{n}\right]$ be a polynomial ring over a field $K$ and let $M$ be a finitely generated graded $R$-module. We denote by $H_{M}(t)$ the Hilbert function and by $P_{M}(z)$ the Hilbert series of $M$, that is $H_{M}(t)=\operatorname{dim}_{K} M_{t}$ and $P_{M}(z)=\sum_{t} H_{M}(t) z^{t}$. For large $t$ the Hilbert function of $M$ coincides with a polynomial which is uniquely determined and it is called the Hilbert polynomial of $M$.

The Hilbert series can be computed from a free resolution of $M$. Consider a free resolution (minimal or not) of $M$

$$
\begin{aligned}
0 & \rightarrow \bigoplus_{j} R(-j)^{\beta_{r j}} \rightarrow \cdots \rightarrow \bigoplus_{j} R(-j)^{\beta_{i j}} \\
& \rightarrow \cdots \rightarrow \bigoplus_{j} R(-j)^{\beta_{0 j}} \rightarrow M \rightarrow 0 .
\end{aligned}
$$

Then

$$
P_{M}(z)=\sum_{i, j}(-1)^{i} \beta_{i j} z^{j} /(1-z)^{n} .
$$

Let $I$ be a homogeneous ideal of $R$. It is well known that the Hilbert series of $R / I$ can be expressed as

$$
P_{R / I}(z)=h(z) /(1-z)^{d}
$$

where $h(z) \in \mathbf{Z}[z]$ and $d$ is the Krull dimension of $R / I$. The polynomial $h(z)$ is called the $h$-polynomial of $R / I$ (sometime improperly the $h$-polynomial of $I$ ). The $a$-invariant $a(R / I)$ of $R / I$ is, by definition, the degree of the rational function $P_{R / I}(z)$, that is, $\operatorname{deg} h(z)-d$. It is well known that $a(R / I)$ is the maximum of the integers $k$ for which the Hilbert function and the Hilbert polynomial of $R / I$ do not agree at $k$.

Let $B=\bigoplus_{(a, b) \in \mathbf{N}^{2}} B_{(a, b)}$ be a finitely generated $\mathbf{N}^{2}$-graded $K$-algebra such that $B_{(0,0)}=K$. Denote by $\left(a_{1}, b_{1}\right), \ldots,\left(a_{r}, b_{r}\right)$ the degrees of the generators of $B$.

The bigraded Hilbert series $P_{B}(z, u)$ of $B$ is defined as follows:

$$
P_{B}(z, u)=\sum_{(s, t) \in \mathbf{N}^{2}} \operatorname{dim}_{K} B_{(s, t)} z^{s} u^{t}
$$

The series $P_{B}(z, u)$ can be expressed as a rational function

$$
P_{B}(z, u)=F(z, u) / \prod_{i}\left(1-z^{a_{i}} u^{b_{i}}\right)
$$

where $F(z, u) \in \mathbf{Z}[z, u]$. The polynomial $F(z, u)$ is determined by any bigraded free resolution of $B$ over $K\left[X_{1}, \ldots, X_{r}\right]$ where the bigraded structure on $K\left[X_{1}, \ldots, X_{r}\right]$ is given by the weights $\operatorname{deg} X_{i}=\left(a_{i}, b_{i}\right)$. The bigraded algebra $B$ is said to be standard (or homogeneous) if all the $K$ algebra generators of $B$ have degree either $(1,0)$ or $(0,1)$.

### 1.1 The bigraded structure of the Rees algebra

In order to study the powers of the ideal $I$, it is natural to consider the Symmetric and the Rees algebra of $I$. The Symmetric algebra $S(I)$ of the $R$-module $I$ has a natural structure of $\mathbf{N}$-graded algebra, namely

$$
S(I)=\bigoplus_{j \in \mathbf{N}} S_{j}(I)
$$

where $S_{j}(I)$ is the $j$-th symmetric power of $I$. Since $I$ is homogeneous and $S_{j}(I)$ is a quotient of the tensor product $I^{\otimes j}, S_{j}(I)$ has a natural structure of graded $R$-module. Hence $S(I)$ is a $\mathbf{N}^{2}$-graded algebra

$$
S(I)=\bigoplus_{(i, j) \in \mathbf{N}^{2}} S_{j}(I)_{i}
$$

The Rees algebra $\mathcal{R}(I)$ of $I$ is the subalgebra of $R[T]$ consisting of the polynomials $\sum a_{j} T^{j}$ where $a_{j} \in I^{j}$. As a subalgebra of the bigraded
algebra $R[T]=\oplus R_{i} T^{j}$, the Rees algebra of $I$ has a natural structure of bigraded algebra

$$
\mathcal{R}(I)=\bigoplus_{(i, j) \in \mathbf{N}^{2}}\left(I^{j}\right)_{i} T^{j}
$$

The canonical epimorphism from $S(I)$ to $\mathcal{R}(I)$ is a homogeneous homomorphism of $\mathbf{N}^{2}$-graded algebras. An ideal $I$ is said to be syzygetic (or 2-syzygetic) if $S_{2}(I) \simeq I^{2}$. Furthermore $I$ is said to be $m$-syzygetic if $S_{j}(I) \simeq I^{j}$ for $1 \leq j \leq m$. Finally $I$ is of linear type if the Rees algebra and the Symmetric algebra of $I$ are isomorphic, i.e. $S_{j}(I) \simeq I^{j}$ for all $j$.

Let now $F_{1}, \ldots, F_{r}$ be homogeneous generators of the ideal $I$. We may present the Rees algebra $\mathcal{R}(I)$ as a quotient of the polynomial ring $A=$ $R\left[T_{1}, \ldots, T_{r}\right]$ via the epimorphism of $R$-algebras

$$
\phi: A \rightarrow \mathcal{R}(I)=R\left[F_{1} T, \ldots, F_{r} T\right]
$$

sending $T_{j}$ to $F_{j} T$. Since the degree of $F_{j} T$ in $\mathcal{R}(I)$ is $\left(\operatorname{deg}\left(F_{i}\right), 1\right)$, we give to $A$ the $\mathbf{N}^{2}$-graded structure induced by the weights $\operatorname{deg} X_{i}=(1,0)$ and $\operatorname{deg} T_{j}=\left(\operatorname{deg}\left(F_{j}\right), 1\right)$ so that $\phi$ is a $\mathbf{N}^{2}$-graded homomorphism.

It is well known (and easy to see) that $S(I)$ has a presentation $S(I) \simeq$ $A / J$ where $J$ is the ideal generated by the polynomials $\sum D_{i} T_{i}$ such that $\sum D_{i} F_{i}=0$.

We will make frequently use of the following formulas. Since $\mathcal{R}(I)_{(s, t)}=$ $\left(I^{t}\right)_{s} T^{t}$ we have

$$
\begin{equation*}
P_{I^{t}}(z)=\sum_{s \geq 0} \operatorname{dim}_{K}\left(I^{t}\right)_{s} z^{s}=\sum_{s \geq 0} \operatorname{dim}_{K} \mathcal{R}(I)_{(s, t)} z^{s} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\mathcal{R}(I)}(z, u)=\sum_{t \geq 0} P_{I^{t}}(z) u^{t} \tag{2}
\end{equation*}
$$

From this we also get

$$
\begin{equation*}
P_{I^{t}}(z)=\frac{1}{t!}\left[\frac{\partial^{t}}{\partial u^{t}} P_{\mathcal{R}(I)}(z, u)\right]_{u=0} \tag{3}
\end{equation*}
$$

Note that a class $\mathcal{C}$ of ideals has rigid powers if and only if for all $I, J \in \mathcal{C}$ with $P_{R / I}(z)=P_{R / J}(z)$ one has $P_{\mathcal{R}(I)}(z, u)=P_{\mathcal{R}(J)}(z, u)$.

The associated graded ring $G(I)=\bigoplus_{t \geq 0} I^{t} / I^{t+1}$ inherits form $\mathcal{R}(I)$ the bigraded structure. One has exact sequences of bigraded modules and homomorphisms

$$
0 \rightarrow I \mathcal{R}(I) \rightarrow \mathcal{R}(I) \rightarrow G(I) \rightarrow 0
$$

and

$$
0 \rightarrow I \mathcal{R}(I)(0,-1) \rightarrow \mathcal{R}(I) \rightarrow R \rightarrow 0
$$

where in the second sequence the first map is the multiplication by $T$ which has bidegree $(0,1)$. From this one can deduce the following relation between the bigraded Hilbert series of $\mathcal{R}(I)$ and that of $G(I)$ :

$$
\begin{equation*}
(1-u) P_{\mathcal{R}(I)}(z, u)+u P_{G(I)}(z, u)=P_{R}(z) \tag{4}
\end{equation*}
$$

Let $a_{1}, \ldots, a_{k}$ be the degrees of the minimal generators of $I$ and assume $a_{1} \leq a_{2} \leq \cdots \leq a_{k}$. We have seen that

$$
P_{\mathcal{R}(I)}(z, u)=F(z, u) /(1-z)^{n} \prod_{i}\left(1-z^{a_{i}} u\right)
$$

where $F(z, u) \in \mathbf{Z}[z, u]$. We may write $F(z, u)=\sum_{i=0}^{h} g_{i}(z) u^{i}$ where $g_{i}(z) \in \mathbf{Z}[z]$. Then one has

$$
P_{I^{p}}(z)=\sum_{i=0}^{h} g_{i}(z) \sum_{|\alpha|=p-i} z^{\alpha a} /(1-z)^{n}
$$

where $\alpha \in \mathbf{N}^{k},|\alpha|$ denotes the sum of the components of $\alpha$ and $\alpha a$ denotes the scalar product. It follows then easily that

$$
\begin{equation*}
p a_{1}-1-n+\text { height } I \leq a\left(R / I^{p}\right) \leq p a_{k}+\max _{j}\left(\operatorname{deg} g_{j}-j a_{k}\right)-n \tag{5}
\end{equation*}
$$

If the ideal $I$ is generated by polynomials $F_{1}, \ldots, F_{r}$ all of the same degree, say $d$, then the Rees algebra can be given a bigraded standard structure by setting $\operatorname{deg} X_{i}=(1,0)$ and $\operatorname{deg} F_{i} T=(0,1)$. As above $G(I)$ inherits form $\mathcal{R}(I)$ the bigraded standard structure. In this case $T$ has degree $(-d, 1)$ and hence the relation between the Hilbert series is:

$$
\begin{equation*}
\left(1-z^{-d} u\right) P_{\mathcal{R}(I)}(z, u)+z^{-d} u P_{G(I)}(z, u)=P_{R}(z) \tag{6}
\end{equation*}
$$

In this case the Rees algebra has also a N -graded standard structure which is obtained by setting $\operatorname{deg} X_{i}=1$ and $\operatorname{deg} F_{i} T=1$. The relation between the Hilbert series is:

$$
\begin{equation*}
\left(1-z^{-d+1}\right) P_{\mathcal{R}(I)}(z)+z^{-d+1} P_{G(I)}(z)=P_{R}(z) \tag{7}
\end{equation*}
$$

## 2 Cohen-Macaulay codimension 2

Let us denote by $\mathcal{C M}(2)$ the class of homogeneous ideals of the polynomial ring $R=K\left[X_{1}, \ldots, X_{n}\right]$ which are Cohen-Macaulay of codimension two. It is easy to see that the class $\mathcal{C M}(2)$ does not have rigid powers. Take for instance the ideals $I=\left(X^{2}, Y^{2}\right)$ and $J=\left(X^{2}, X Y, Y^{3}\right)$ of $R=K[X, Y]$. They are 0 -dimensional and hence Cohen-Macaulay of codimension two. They have the same Hilbert series, namely $P_{R / I}(z)=P_{R / J}(z)=1+2 z+$ $z^{2}$, but $P_{R / I^{2}}(z) \neq P_{R / J^{2}}(z)$. In this section we will determine a subclass of $\mathcal{C M}(2)$ with rigid powers.

Let $I \in \mathcal{C M}(2)$. By the Hilbert-Burch theorem, $R / I$ has a minimal free resolution

$$
0 \rightarrow \oplus_{i=1}^{r} R\left(-b_{i}\right) \xrightarrow{f} \oplus_{i=1}^{r+1} R\left(-a_{i}\right) \rightarrow R \rightarrow R / I \rightarrow 0
$$

and it is generated by the maximal minors, say $D_{1}, \ldots, D_{r+1}$, of the $r \times$ $(r+1)$ matrix $H=\left(F_{i j}\right)$ associated with the map $f$. The degree of $D_{i}$ is $a_{i}$, while the degree of $F_{i j}$ is $b_{i}-a_{j}$ whenever $F_{i j} \neq 0$. The Symmetric algebra of $I$ has the presentation

$$
S(I)=A /\left(G_{1}, \ldots, G_{r}\right)
$$

where $A=R\left[T_{1}, \ldots, T_{r+1}\right]$ and $G_{i}=\sum F_{i j} T_{j}$. We observe that $F_{i j} T_{j}$ in the bigraded algebra $A$ has bidegree

$$
\left(b_{i}-a_{j}, 1\right)+\left(a_{j}, 1\right)=\left(b_{i}, 1\right)
$$

so that $G_{i}$ is homogeneous of bidegree $\left(b_{i}, 1\right)$.
A result of Avramov (see [A, Prop.1]) gives a necessary and sufficent condition under which the elements $G_{1}, \ldots, G_{r}$ form a regular sequence in $A$. The condition is that the ideal $I_{t}(H)$ generated by the $t \times t$ minors of $H$ has height $I_{t}(H) \geq r-t+1$ for every $t=1, \ldots, r$.

We show that for any $I \in \mathcal{C} \mathcal{M}(2)$ with a complete intersection Symmetric algebra, the bigraded Hilbert series of $S(I)$ can be expressed in terms of the $h$-polynomial of $R / I$.

Proposition 2.1 Let $I \in \mathcal{C M}(2)$ such that $S(I)$ is a complete intersection. Let $h(z)$ be the $h$-polynomial of $R / I$ and set $\sum q_{i} z^{i}=h(z)(1-z)^{2}$. Then we have

$$
P_{S(I)}(z, u)=\frac{\prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}}{(1-z)^{n}} .
$$

Proof. Let

$$
0 \rightarrow \oplus_{i=1}^{r} R\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{r+1} R\left(-a_{i}\right) \rightarrow R \rightarrow R / I \rightarrow 0
$$

be a minimal free resolution of $R / I$. We are assuming that

$$
S(I)=A /\left(G_{1}, \ldots, G_{r}\right)
$$

is a complete intersection. Since $\operatorname{deg}\left(X_{i}\right)=(1,0), \operatorname{deg}\left(T_{i}\right)=\left(a_{i}, 1\right)$, $\operatorname{deg}\left(G_{i}\right)=\left(b_{i}, 1\right)$, we have

$$
P_{S(I)}(z, u)=\frac{\prod_{i=1}^{r}\left(1-z^{b_{i}} u\right)}{(1-z)^{n} \prod_{i=1}^{r+1}\left(1-z^{a_{i}} u\right)}
$$

Note that

$$
\sum q_{i} z^{i}=h(z)(1-z)^{2}=1-\sum z^{a_{j}}+\sum z^{b_{j}} .
$$

Hence we clearly have

$$
q_{i}=\sharp\left\{m \mid b_{m}=i\right\}-\sharp\left\{m \mid a_{m}=i\right\}
$$

for every $i>0$. We may conclude that

$$
P_{S(I)}(z, u)=\frac{\prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}}{(1-z)^{n}} .
$$

We will apply 2.1 to the study of the rigidity of the subclass of $\mathcal{C M}(2)$ consisting of the ideals of linear type. The characterization of the CohenMacaulay codimension two ideals which are of linear type is due to Huneke [Hu, Thm1.1] and [Hu1, Thm.1.16]:
Theorem 2.2 Let $I \in \mathcal{C} \mathcal{M}(2)$ with Hilbert-Burch matrix $H$ of size $r \times(r+$ 1). Then the following are equivalent:

1) I is of linear type,
2) height $I_{t}(H) \geq r-t+2$ for $1 \leq t \leq r$,
3) $\mu\left(I_{P}\right) \leq$ height $P$ for every prime ideal $P$ with $P \supseteq I$.

Here $I_{t}(H)$ denotes the ideal generated by the $t$-minors of $H$ and $\mu\left(I_{P}\right)$ denotes the minimal number of generators of $I_{P}$.

From 2.1 it follows:
Theorem 2.3 Let $I \in \mathcal{C M}(2)$. Assume that $I$ is of linear type. Let $h(z)$ be the $h$-polynomial of $R / I$ and set $\sum q_{i} z^{i}=h(z)(1-z)^{2}$. Then we have

$$
P_{\mathcal{R}(I)}(z, u)=\frac{\prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}}{(1-z)^{n}}
$$

and

$$
P_{R / I^{t}}(z)=\frac{1}{(1-z)^{n}}-\frac{1}{t!(1-z)^{n}}\left[\frac{\partial^{t}}{\partial u^{t}} \prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}\right]_{u=0} .
$$

In particular the class $\{I \in \mathcal{C M}(2): I$ is of linear type $\}$ has rigid powers.

Proof. Since $I$ is of linear type then $S(I)=\mathcal{R}(I)$. One knows that $\operatorname{dim} \mathcal{R}(I)$ $=\operatorname{dim} R+1$ and hence $S(I)=\mathcal{R}(I)$ is a complete intersection. Then the first assertion follows immediately from 2.1. As for the second formula, it follows immediately from the first and from the formula (3) of Sect. 1.

As an example of application of the corollary, let us consider the following

Example. Let $I$ be defining ideal of a set of four distinct points in $\mathbf{P}^{2}$ which are the complete intersection of two quadrics. In this case $I$ is of linear type with $h$-polynomial $h(z)=1+2 z+z^{2}$. Let now $J$ be the defining ideal of four distinct points in $\mathbf{P}^{2}$, three of them lying on a line. Then $J$ is generated by two quadrics and a cubic, hence it is not a complete inetersection but it is of linear type (because of part 3 of 2.2). We may hence conclude that the Hilbert functions of the powers of $I$ and $J$ coincide. We have

$$
q(z)=(1-z)^{2}\left(1+2 z+z^{2}\right)=1-2 z^{2}+z^{4}
$$

hence

$$
P_{\mathcal{R}(I)}(z, u)=P_{\mathcal{R}(J)}(z, u)=\frac{\left(1-z^{4} u\right)}{(1-z)^{3}\left(1-z^{2} u\right)^{2}}
$$

This implies that

$$
P_{I^{t}}(z)=P_{J^{t}}(z)=\frac{(t+1) z^{2 t}-t z^{2 t+2}}{(1-z)^{3}}
$$

and

$$
\begin{gathered}
P_{R / I^{t}}(z)=P_{R / J^{t}}(z)=\frac{1-(t+1) z^{2 t}+t z^{2 t+2}}{(1-z)^{3}}= \\
=\frac{1+2 z+3 z^{2}+\cdots+(2 t) z^{2 t-1}+t z^{2 t}}{1-z} .
\end{gathered}
$$

Remark. Let $X=\left(X_{i j}\right)$ be a $r \times r+1$ matrix of distinct indeterminates over a field $K$. Let $R=K\left[X_{i j}\right]$ and $I$ be the ideal generated by the $r$-minors of $X$. Since $I$ is of linear type $[\mathrm{EH}]$, one has:

$$
P_{\mathcal{R}(I)}(z, u)=\frac{\left(1-z^{r+1} u\right)^{r}}{\left(1-z^{r} u\right)^{r+1}(1-z)^{r(r+1)}}
$$

and from this one can deduce the formula for the Hilbert series of $R / I^{k}$ which is given in [C, Thm.3.3].

As an extension of 2.3 we have:

Proposition 2.4 Let $I \in \mathcal{C M}(2)$ and assume that $I$ is $t$-syzygetic. Let $h(z)$ be the $h$-polynomial of $R / I$ and set $\sum q_{i} z^{i}=h(z)(1-z)^{2}$. Then we have

$$
P_{R / I^{t}}(z)=\frac{1}{(1-z)^{n}}-\frac{1}{t!(1-z)^{n}}\left[\frac{\partial^{t}}{\partial u^{t}} \prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}\right]_{u=0}
$$

In particular the class $\{I \in \mathcal{C} \mathcal{M}(2): I$ is $t$-syzygetic $\}$ has rigid $t$-powers.
Proof. Let

$$
0 \rightarrow \oplus_{i=1}^{r} R\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{r+1} R\left(-a_{i}\right) \rightarrow R \rightarrow R / I \rightarrow 0,
$$

be the minimal free resolution of $R / I$, so that

$$
P_{R / I}(z)=\frac{h(z)}{(1-z)^{n-2}}=\frac{1-\sum_{i=1}^{r+1} z^{a_{i}}+\sum_{i=1}^{r} z^{b_{i}}}{(1-z)^{n}}
$$

For every $j=1, \ldots, t$, we have that $I^{j}=S_{j}(I)$ and hence $S_{j}(I)$ is torsion-free. Under this assumption Tchernev [Tc, 5.4] has shown that the symmetric power complex $\mathcal{G}^{t} F$ of the complex $F$

$$
F: 0 \rightarrow \oplus_{i=1}^{r} R\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{r+1} R\left(-a_{i}\right) \rightarrow 0
$$

is a minimal free resolution of $I^{t}$.
We claim that there exists a Cohen-Macaulay codimension 2 ideal $J$ in a polynomial ring, say $T$, such that $J$ is of linear type and $I$ and $J$ have the same graded Betti numbers. Note that since $I$ and $J$ have the same graded Betti numbers they have also the same $h$-polynomial. Since $J^{j}=S_{j}(J)$ for all $j \in \mathbf{N}$, as above we may conclude that $\mathcal{G}^{t} F_{1}$ is a minimal free resolution of $J^{t}$ where $F_{1}$ is the complex

$$
0 \rightarrow \oplus_{i=1}^{r} T\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{r+1} T\left(-a_{i}\right) \rightarrow 0 .
$$

Given a complex $C$ the complex $\mathcal{G}^{t} C$ is built by canonical combinations of symmetric and exterior powers of the modules of $C$. It follows that $I^{t}$ and $J^{t}$ have the same graded Betti numbers. This implies that

$$
P_{J^{t}}(z)=g(z) /(1-z)^{m} \quad \text { and } \quad P_{I^{t}}(z)=g(z) /(1-z)^{n}
$$

where $m=\operatorname{dim} T$. Then the desired result follows since by 2.3 we know that

$$
g(z)=\frac{1}{t!}\left[\frac{\partial^{t}}{\partial u^{t}} \prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}\right]_{u=0} .
$$

It remains to prove the claim. We may assume $a_{1} \leq a_{2} \leq \cdots \leq a_{r+1}$ and $b_{1} \leq b_{2} \leq \cdots \leq b_{r}$. Denote by $H=\left(F_{i j}\right)$ the Hilbert-Burch matrix in the resolution of $I$ and set $u_{i j}=b_{i}-a_{j}$. One has $\operatorname{deg} F_{i j}=u_{i j}$ if
$u_{i j}>0$ and $F_{i j}=0$ if $u_{i j} \leq 0$. In the degree matrix $\left(u_{i j}\right)$ the entries do not decrease if one moves down or left. Since the resolution of $R / I$ is minimal, the maximal minors of $H$ do not vanish and hence $u_{i j}>0$ for every $i, j$ with $j \leq i+1$, see for instance [HTV, Sect. 2]. Set $\alpha_{i}=u_{i i}$ and $\beta_{i}=u_{i i+1}$ for $i=1, \ldots, r$, and consider the matrix

$$
Z=\left(\begin{array}{cccccc}
X_{1}^{\alpha_{1}} & Y_{1}^{\beta_{1}} & 0 & \ldots & 0 & 0 \\
0 & X_{2}^{\alpha_{2}} & Y_{2}^{\beta_{2}} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & X_{r}^{\alpha_{r}} & Y_{r}^{\beta_{r}}
\end{array}\right)
$$

Now we define $J$ to be the ideal of $T=K\left[X_{i}, Y_{i}: i=1, \ldots, r\right]$ generated by maximal minors of $Z$. The ideal $J$ has codimension two so that it is Cohen-Macaulay. Further, since $I$ and $J$ have the same degree matrix, they have the same Betti numbers. In order to show that $J$ is of linear type one may use 2.2 . Alternatively, one may note that $J$ is generated by monomials which form an $M$-sequence of interval type in the sense of [CD, Def.3.1]. Then it follows from [CD, Thm.2.4,Prop.3.2] that $J$ is of linear type.

It is well known that for a Cohen-Macaulay ideal $I$ of codimension two, being syzygetic is equivalent to be generically a complete intersection, i.e. $I_{P}$ is a complete intersection for all $P \in \operatorname{Min}(I)$, see [SV, Th.2.2]. Thus for instance any radical ideal of $\mathcal{C} \mathcal{M}(2)$ is syzygetic. If $I \in \mathcal{C} \mathcal{M}(2)$ is syzygetic, then Hilbert series of $R / I^{2}$ and of $R / I$ are related in a nice and somehow unexpected way.
Proposition 2.5 Let $I \in \mathcal{C} \mathcal{M}(2)$ and assume that I is syzygetic (i.e. generically complete intersection). Let $h(z)$ be the $h$-polynomial of $R / I$ and set $q(z)=h(z)(1-z)^{2}$. Then we have

$$
\begin{aligned}
P_{R / I^{2}}(z)-P_{R / I}(z) & =P_{I / I^{2}}(z)=\frac{q\left(z^{2}\right)-q(z)^{2}}{2(1-z)^{n}} \\
& =\frac{(1+z)^{2} h\left(z^{2}\right)-(1-z)^{2} h(z)^{2}}{2(1-z)^{n-2}}
\end{aligned}
$$

In particular the $h$-polynomial of $R / I^{2}$ is:

$$
h(z)+\frac{(1+z)^{2} h\left(z^{2}\right)-(1-z)^{2} h(z)^{2}}{2} .
$$

Proof. Let us denote by $Q(z, u)$ the rational function $\prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}$. One easily sees that

$$
\frac{\partial}{\partial u} Q(z, u)=-Q(z, u) \sum_{i>0} q_{i} z^{i} /\left(1-z^{i} u\right)
$$

Set $F_{1}(z, u)=\sum_{i>0} q_{i} z^{i} /\left(1-z^{i} u\right)$. Then we have

$$
\frac{\partial^{2}}{\partial u^{2}} Q(z, u)=\left[F_{1}(z, u)^{2}-F_{2}(z, u)\right] Q(z, u)
$$

where

$$
F_{2}(z, u)=\frac{\partial}{\partial u} F_{1}(z, u)=\sum_{i>0} q_{i} z^{2 i} /\left(1-z^{i} u\right)^{2} .
$$

Hence

$$
\begin{aligned}
& {\left[\frac{\partial^{2}}{\partial u^{2}} Q(z, u)\right]_{u=0}=\left(F_{1}(z, 0)^{2}-F_{2}(z, 0)\right) Q(z, 0)=} \\
& =(q(z)-1)^{2}-\left(q\left(z^{2}\right)-1\right)=q(z)^{2}-2 q(z)-q\left(z^{2}\right)+2 .
\end{aligned}
$$

From this we get

$$
\begin{aligned}
P_{R / I^{2}}(z) & =\frac{1}{(1-z)^{n}}-\frac{q(z)^{2}-q\left(z^{2}\right)-2 q(z)+2}{2(1-z)^{n}} \\
& =\frac{q(z)}{(1-z)^{n}}+\frac{q\left(z^{2}\right)-q(z)^{2}}{2(1-z)^{n}} .
\end{aligned}
$$

Since $P_{R / I}(z)=q(z) /(1-z)^{n}$, the first equality follows. The second and the third one are consequences of the first because $q(z)=h(z)(1-z)^{2}$.

Remark. One easily see by induction that the $t$-th partial derivative of the rational function $Q(z, u)=\prod_{i>0}\left(1-z^{i} u\right)^{q_{i}}$ can be written as $Q(z, u) W_{t}(z, u)$ where $W_{t}(z, u)$ is a polynomial in $F_{1}(z, u), \ldots, F_{t}(z, u)$ with integer coefficents and where

$$
F_{k}(z, u)=\frac{\partial}{\partial u} F_{k-1}(z, u)=(k-1)!\sum_{i>0} q_{i} z^{k i} /\left(1-z^{i} u\right)^{k} .
$$

Since $F_{k}(z, 0)=(k-1)!\sum_{i>0} q_{i} z^{k i}=(k-1)!\left(q\left(z^{k}\right)-1\right)$, it follows that there exists a polynomial

$$
C_{t}\left(z, x_{1}, \ldots, x_{t}\right) \in \mathbf{Q}\left[z, x_{1}, \ldots, x_{t}\right]
$$

such that for every ideal $I \in \mathcal{C M}(2)$ which is $t$-syzygetic the $h$-polynomial of $R / I^{t}$ is given by $C_{t}\left(z, h(z), h\left(z^{2}\right), \ldots, h\left(z^{t}\right)\right)$ where $h(z)$ is the $h$ polynomial of $R / I$. The polynomial $C_{t}\left(z, x_{1}, \ldots, x_{t}\right)$ can be explicitely determined by carrying out all the computations. We have already seen that

$$
C_{2}\left(z, x_{1}, x_{2}\right)=x_{1}+(1 / 2) x_{2}(1+z)^{2}-(1 / 2) x_{1}^{2}(1-z)^{2} .
$$

For instance, for $t=3$ one gets:

$$
\begin{aligned}
C_{3}\left(z, x_{1}, x_{2}, x_{3}\right)= & x_{1}+(1 / 2) x_{2}(1+z)^{2}+(1 / 3) x_{3}\left(1+z+z^{2}\right)^{2} \\
& -(1 / 2) x_{1} x_{2}\left(1-z^{2}\right)^{2}-(1 / 2) x_{1}^{2}(1-z)^{2} \\
& +(1 / 6) x_{1}^{3}(1-z)^{4} .
\end{aligned}
$$

We single out a special case of 2.5 :
Corollary 2.6 i) Let $I$ be the defining ideal of a set of distinct points in $\mathbf{P}^{2}$ and let $h(z) /(1-z)$ be the Hilbert series of $K\left[X_{0}, X_{1}, X_{2}\right] / I$. Then the Hilbert series of $I / I^{2}$ is

$$
P_{I / I^{2}}(z)=\frac{(1+z)^{2} h\left(z^{2}\right)-(1-z)^{2} h(z)^{2}}{2(1-z)}
$$

ii) Let $I$ and $J$ be the defining ideals of two sets of distinct points in $\mathbf{P}^{2}$. If $R / I$ and $R / J$ have the same Hilbert function then the same is true for $R / I^{2}$ and $R / J^{2}$. In other words, the class of the defining ideals of sets of distinct points in $\mathbf{P}^{2}$ has rigid second powers.

Part $i i$ ) of 2.6 has been conjectured in [GPS, 4.12]. The following example shows that the assumptions we made in 2.4 and 2.5 are necessary.

Example. Let $I$ and $J$ be the ideals of $R=K\left[X_{0}, X_{1}, X_{2}\right]$ generated by the maximal minors of the following matrices:

$$
\begin{aligned}
& \left(\begin{array}{ccc}
0 & X_{1}-2 X_{2} & -X_{0} \\
X_{1}\left(X_{1}-X_{2}\right) & \left(X_{0}-X_{2}\right)\left(X_{0}-2 X_{2}\right) & 0
\end{array}\right) \\
& \left(\begin{array}{cccc}
0 & X_{1}-X_{2} & X_{2}-X_{0} & 0 \\
X_{1} & 2 X_{2}-X_{0} & 0 & 0 \\
0 & 0 & \left(X_{1}-2 X_{2}\right)\left(X_{1}-3 X_{2}\right) & -X_{0}
\end{array}\right)
\end{aligned}
$$

Both $I$ and $J$ are the defining ideals of a set of 7 points in $\mathbf{P}^{2}$. It is easy to prove that

$$
P_{R / I}(z)=P_{R / J}(z)=\frac{1+2 z+3 z^{2}+z^{3}}{1-z}
$$

Further $I$ is of linear type because it is an almost complete intersection while $J$ is syzygetic but not of linear type. By virtue of 2.5 we have

$$
P_{R / I^{2}}(z)=P_{R / J^{2}}(z)=\frac{1+2 z+3 z^{2}+4 z^{3}+5 z^{4}+6 z^{5}+z^{6}-z^{7}}{1-z}
$$

By virtue of 2.3

$$
\begin{aligned}
& P_{R / I^{3}}(z) \\
& =\frac{1+2 z+3 z^{2}+4 z^{3}+5 z^{4}+6 z^{5}+7 z^{6}+8 z^{7}+9 z^{8}-3 z^{10}}{1-z}
\end{aligned}
$$

and finally by direct (computer) computation

$$
\begin{aligned}
& P_{R / J^{3}}(z) \\
& =\frac{1+2 z+3 z^{2}+4 z^{3}+5 z^{4}+6 z^{5}+7 z^{6}+8 z^{7}+9 z^{8}-2 z^{10}-z^{11}}{1-z} .
\end{aligned}
$$

## 3 Cohen-Macaulay codimension 2 with linear presentation

We now describe another class of Cohen-Macaulay codimension 2 ideals with rigid powers. We consider the class $\mathcal{C M}(2)^{*}$ of the homogeneous ideals $I$ of the polynomial ring $R=K\left[X_{1}, \ldots, X_{n}\right]$ which are Cohen-Macaulay of codimension two and such that the following conditions are satisfied:

1) $I$ has a linear presentation, which means that the entries of the HilbertBurch matrix $H$ of $I$ are linear forms in $R$.
2) $I$ verifies the property $G_{n}$, which means $\mu\left(I_{P}\right) \leq$ height $P$ for every prime ideal $P \supseteq I$ with height $P \leq n-1$.

Remark. Note that condition 1) (for an ideal $I \in \mathcal{C} \mathcal{M}(2)$ ) is equivalent to say that the $h$-vector of $R / I$ is of the form $1+2 z+\cdots+m z^{m-1}$. If this is the case, the size of the Hilbert-Burch matrix $H$ is $m \times(m+1)$ and $I$ is minimally generated by $m+1$ forms of degree $m$. By 2.2 , condition 2 ) is equivalent to say that $I$ is of linear type on the punctured spectrum.

If $m+1 \leq n$, then, by virtue of $2.2, I$ is of linear type. We know already how the Hilbert function of the powers $I^{k}$ of an ideal of linear type $I$ is related to that of $I$. So we restrict for the moment our attention to the case $m+1>n$.

The presentation of Rees algebra of the ideals of the class $\mathcal{C M}(2)^{*}$ (with $m+1>n$ ) has been determined by Morey and Ulrich in [MU]. Let us recall their result. Let $F_{1}, \ldots, F_{m+1}$ be the maximal minors of $H$ and let

$$
\phi: S=R\left[T_{1}, \ldots, T_{m+1}\right] \rightarrow \mathcal{R}(I)
$$

be the presentation of $\mathcal{R}(I)$ obtained by sending $T_{j}$ to $F_{j} T$. Set $J=\operatorname{Ker} \phi$. Let $G_{1}, \ldots, G_{m}$ be the defining equations of the Symmetric algebra $S(I)$. As a vector, $\left(G_{1} \ldots G_{m}\right)$ is given by

$$
\left(G_{1} \ldots G_{m}\right)=\left(T_{1} \ldots T_{m+1}\right)^{t} H
$$

Let $B$ be the (unique) matrix of linear forms in $K\left[T_{1}, \ldots, T_{m+1}\right]$ such that one has the matrix factorization

$$
\left(T_{1} \ldots T_{m+1}\right)^{t} H=\left(X_{1} \ldots X_{n}\right) B
$$

Note that $B$ has size $n \times m$. Now let $I_{n}(B)$ be the ideal generated by the maximal minors of $B$. Then $J$ is equal to $\left(G_{1}, \ldots, G_{m}\right)+I_{n}(B)[\mathrm{MU}$, Thm.1.3]. Bruns, Kustin and Miller have studied in [BKM] a class of ideals which includes $J$. Since $\operatorname{dim} \mathcal{R}(I)=n+1$, and $\operatorname{dim} S=n+m+1$, the ideal $J$ has height $m$, the generic height for an ideal of this type. Therefore Corollary 4.3 in [BKM] applies and we may describe a minimal bigraded free resolution of $S / J=\mathcal{R}(I)$. This is given by

$$
\begin{aligned}
0 & \rightarrow L_{m} \rightarrow L_{m-1} \rightarrow \cdots \rightarrow L_{n} \rightarrow L_{n-1} \oplus Q_{n-1} \rightarrow \ldots \\
& \rightarrow L_{1} \oplus Q_{1} \rightarrow Q_{0} \rightarrow \mathcal{R}(I) \rightarrow 0
\end{aligned}
$$

where

$$
Q_{i}=S(-i(m+1),-i)\binom{m}{i}
$$

and

$$
L_{i}=\oplus_{a, b} S(-b-m(n+a),-n-a)^{\binom{n+a-b-1}{a}\binom{n+a}{b}\binom{m}{n+a}}
$$

where the sum is taken over all $a \geq 0$ and $b \geq 0$ such that $a+b=i-1$ (note that out of the range $0 \leq a \leq m-n$ and $0 \leq b \leq n-1$ the binomial exponent vanishes). From this we may deduce the following expression for the bigraded Hilbert series of the Rees algebra of $I$ :

Theorem 3.1 Let $I \in \mathcal{C} \mathcal{M}(2)^{*}$ and assume $m \geq n$. Then one has:
$P_{\mathcal{R}(I)}(z, u)=$
$\frac{\sum_{i=0}^{n-1}(-1)^{i}\binom{m}{i} z^{i(m+1)} u^{i}+\sum_{a, b \geq 0}(-1)^{a+b+1}\binom{n+a-b-1}{a}\binom{n+a}{b}\binom{m}{n+a} z^{b+m(n+a)} u^{n+a}}{(1-z)^{n}\left(1-z^{m} u\right)^{m+1}}$.
As a corollary we have:
Corollary 3.2 The class $\mathcal{C} \mathcal{M}(2)^{*}$ has rigid powers.
Proof. Let $I, J \in \mathcal{C} \mathcal{M}(2)^{*}$ and assume they have the same Hilbert series. We have to show that $R / I^{k}$ and $R / J^{k}$ have the same Hilbert series for all $k$. The ideals $I$ and $J$ have the same $h$-polynomial, say $h(z)=1+2 z+$ $\cdots+m z^{m-1}$. If $m<n$, then $I, J$ are of linear type and by virtue of 2.3 $R / I^{k}$ and $R / J^{k}$ have the same Hilbert series for all $k$. If $m \geq n$, then the desired conclusion follows immediately from 3.1.

It is clear that 3.2 cannot be deduced neither from 2.3 since $I$ is not of linear type, nor from 2.4, where only a finite number of powers of $I$ are considered.

Another important property of the ideals in $\mathcal{C M}(2)^{*}$ is :
Corollary 3.3 Let $I \in \mathcal{C M}(2)^{*}$. Then for every integer $t$ we have:

$$
a\left(R / I^{t}\right) \leq m t-1
$$

Proof. If $n \leq m$ then it follows from 3.1 that the "numerator" of $P_{\mathcal{R}(I)}(z, u)$ can be written as $\sum_{j=0}^{m} g_{j}(z) u^{j}$ where $\operatorname{deg} g_{j}(z) \leq j m+n-1$ for $j=$ $0, \ldots, m$. If $n>m$ then $I$ is of linear type and by 2.3 the "numerator" of $P_{\mathcal{R}(I)}(z, u)$ is $\left(1-z^{m+1} u\right)^{m}$. This polynomial can be written as $\sum_{j=0}^{m} g_{j}(z) u^{j}$ where $\operatorname{deg} g_{j}(z)=j(m+1) \leq j m+n-1$ for $j=0, \ldots, m$.

Then in both cases, by virtue of Eq. 5 of Sect. 1, we have

$$
a\left(R / I^{t}\right) \leq t m+\max _{j}\left(\operatorname{deg} g_{j}(z)-j m\right)-n
$$

and since $\operatorname{deg} g_{j}(z)-j m \leq n-1$ one concludes that $a\left(R / I^{t}\right) \leq m t-1$.
In some special case the formula of 3.1 simplifies:
Example. In the case $n=2$, the ideals of the class $\mathcal{C M}(2)^{*}$ are the powers of $\left(X_{1}, X_{2}\right)$. If $I=\left(X_{1}, X_{2}\right)^{m}$ then obviously

$$
P_{R / I^{t}}(z)=\sum_{j=0}^{m t-1}(j+1) z^{j} .
$$

It is also easy to see that

$$
P_{\mathcal{R}(I)}(z, u)=\frac{1+(m-1-m z) z^{m} u}{(1-z)^{2}\left(1-z^{m} u\right)^{2}} .
$$

Example. If $m=n$ then $a=0$ and $0 \leq b \leq n-1$ so that:

$$
\begin{aligned}
P_{\mathcal{R}(I)}(z, u)= & \frac{\sum_{i=0}^{n-1}(-1)^{i}\binom{n}{i} z^{i(n+1)}\left[z^{i(n+1)} u^{i}-z^{n^{2}+i} u^{n}\right]}{(1-z)^{n}\left(1-z^{n} u\right)^{n+1}}= \\
& =\frac{\left(1-z^{n+1} u\right)^{n}-z^{n^{2}} u^{n}(1-z)^{n}}{(1-z)^{n}\left(1-z^{n} u\right)^{n+1}} .
\end{aligned}
$$

We have also:
Proposition 3.4 Let I be a homogeneous ideal in $K\left[X_{1}, X_{2}, X_{3}\right]$ which is perfect of codimension 2 . Assume that $I$ verifies $G_{3}$ (i.e. $I$ is generically a complete intersection) and has h-polynomial $1+2 z+\cdots+m z^{m-1}$. Then

$$
P_{R / I^{t}}(z)=\frac{1+2 z+\cdots+(m t) z^{m t-1}-\binom{t}{2}\binom{m}{2} z^{m t}}{(1-z)}
$$

and

$$
\begin{aligned}
& P_{\mathcal{R}(I)}(z, u) \\
& =\frac{1+(m-2-m z) z^{m} u+\left[\binom{m-1}{2}-m(m-2) z+\binom{m}{2} z^{2}\right]\left(z^{m} u\right)^{2}}{(1-z)^{3}\left(1-z^{m} u\right)^{3}}
\end{aligned}
$$

Proof. Denote by $h(z)$ the $h$-polynomial of $R / I^{t}$. By $3.3 a\left(R / I^{t}\right) \leq m t-1$. Since $\operatorname{dim} R / I^{t}=1$ we have $\operatorname{deg} h(z) \leq m t$ for all $m$. The initial degree of $I^{t}$ is $m t$. This implies that $h(z)=1+2 z+\cdots+(m t) z^{m t-1}+c z^{m t}$ for some $c \in \mathbf{Z}$. By assumption $I$ is generically a complete intersection. Therefore it follows from the multiplicity formula that $e\left(R / I^{t}\right)=\binom{t+1}{2} e(R / I)=$ $\binom{t+1}{2}\binom{m+1}{2}$. Then $c=\binom{t+1}{2}\binom{m+1}{2}-\binom{m t+1}{2}=-\binom{t}{2}\binom{m}{2}$ and this proves the first formula. The second formula follows easily from the first because $\left.P_{\mathcal{R}(I)}(z, u)=\sum_{t \geq 0}\left[1 /(1-z)^{3}-P_{R / I^{t}}(z)\right] u^{t}\right]$.

We remark that the defining ideal $I$ of a set of distinct points in $\mathbf{P}^{2}$ is generically a complete intersection so that it verifies $G_{3}$. On the other hand, the ideal of $\binom{m+1}{2}$ points which are not on a curve of degree $m-1$ has $h$-polynomial $h(z)=1+2 z+\cdots+m z^{m-1}$. Hence for such an ideal $I$ the above proposition applies and one has:

Corollary 3.5 Let I be the defining ideal of a set of $\binom{m+1}{2}$ distinct points in $\mathbf{P}^{2}$ which are not on a curve of degree $m-1$. Then

$$
P_{R / I^{t}}(z)=\frac{1+2 z+\cdots+(m t) z^{m t-1}-\binom{t}{2}\binom{m}{2} z^{m t}}{(1-z)}
$$

In particular the class of these ideals has rigid powers.

## 4 Gorenstein codimension 3

We turn now to the study of the Hilbert function of the powers of ideals which are Gorenstein of codimension three. Let us denote by $\mathcal{G}(3)$ the class of the homogeneous ideals of the polynomial ring $R=K\left[X_{1}, \ldots, X_{n}\right]$ which are Gorenstein of codimension three. It is easy to see that the class
$\mathcal{G}(3)$ has not rigid powers. Take for instance the ideals $I=\left(X^{3}, X^{2} Y, Y^{2}-\right.$ $\left.X Z, Y Z, Z^{2}\right)$ and $J=\left(X^{2}, Y^{2}, Z^{2}\right)$ of $R=K[X, Y, Z]$. They are both Gorenstein codimension three ideal and they have the same Hilbert series, namely $P_{R / I}(z)=P_{R / J}(z)=1+3 z+3 z^{2}+z^{3}$. One has $(X, Y, Z)^{8} \subset J^{3}$ and $X^{8} \notin I^{3}$. It follows that $P_{R / I^{3}}(z) \neq P_{R / J^{3}}(z)$. The goal of this section is to determine rigid subclasses of $\mathcal{G}(3)$.

Let $I \in \mathcal{G}(3)$. By virtue of Buchsbaum-Eisenbud structure theorem [BE], one knows that there exists a skew-symmetric matrix $A$ of size $(2 g+1) \times$ ( $2 g+1$ ) with homogeneous entries such that $I$ is minimally generated by the $2 g$-pfaffians of $A$ and $R / I$ has a minimal free resolution

$$
\begin{aligned}
0 \rightarrow R(-c) \rightarrow F^{*} & =\oplus_{i=1}^{2 g+1} R\left(-b_{i}\right) \rightarrow F \\
& =\oplus_{i=1}^{2 g+1} R\left(-a_{i}\right) \rightarrow R \rightarrow R / I \rightarrow 0
\end{aligned}
$$

In [KU] Kustin and Ulrich consider the free complex $\mathcal{D}^{q}$ which is built by canonical combinations of symmetric and exterior powers of the free modules which appear in the minimal free resolution of $I$. They prove that $\mathcal{D}^{q}$ is a minimal free resolution of $I^{q}$ provided the ideals of pfaffians of the skew-symmetric matrix $A$ verify the "sliding grade" condition $\mathrm{SPC}_{r}$ for a certain $r$ depending on $q$ and $g$, see [KU, Def.5.9,Thm.6.2,6.17] for the precise statements. They also show that the sliding grade condition $\mathrm{SPC}_{r}$ implies that $S_{q}(I) \simeq I^{q}$. Boffi and Sanchez also determined the resolution of $I^{q}$ in the generic case $[\mathrm{BS}]$.

For the second power $I^{2}$ the corrisponding sliding grade condition $\mathrm{SPC}_{r}$ is always verified. In particular every $I \in \mathcal{G}(3)$ is 2 -syzygetic, see also [HSV, Prop.2.8]. The minimal free resolution of $I^{2}$ is given by:

$$
0 \rightarrow \wedge^{2} F^{*} \rightarrow F \otimes F^{*} / \eta \rightarrow S_{2}(F) \rightarrow I^{2} \rightarrow 0
$$

where $e_{1}, \ldots, e_{2 g+1}$ is the basis of $F, e_{1}^{*}, \ldots, e_{2 g+1}^{*}$ is the dual basis and $\eta=e_{1} \otimes e_{1}^{*}+\cdots+e_{2 g+1} \otimes e_{2 g+1}^{*}$. Since the degree of $e_{i} \otimes e_{i}^{*}$ is $a_{i}+b_{i}=c$, it follows that the shifts in the resolutions are:

$$
\begin{aligned}
0 & \rightarrow \bigoplus_{1 \leq i<j \leq 2 g+1} R\left(-b_{i}-b_{j}\right) \rightarrow \bigoplus_{\substack{1 \leq i, j \leq 2 g+1 \\
(i, j) j \neq(1,1)}} R\left(-a_{i}-b_{j}\right) \rightarrow \\
& \rightarrow \bigoplus_{1 \leq i \leq j \leq 2 g+1} R\left(-a_{i}-a_{j}\right) \rightarrow R \rightarrow R / I^{2} \rightarrow 0 .
\end{aligned}
$$

Using this resolution we show that the Hilbert series of $R / I$ and $R / I^{2}$ are releted by an expression which is similar to the one of 2.5 .

Proposition 4.1 Let $I \in \mathcal{G}(3)$ and let $h(z)$ be the $h$-polynomial of $R / I$. Set $p(z)=h(z)(1-z)^{3}$ and $c=\operatorname{deg} p(z)=\operatorname{deg} h(z)+3$. Then we have

$$
\begin{aligned}
P_{R / I^{2}}(z)-\left(1-z^{c}\right) P_{R / I}(z) & =\frac{p\left(z^{2}\right)-p(z)^{2}}{2(1-z)^{n}} \\
& =\frac{(1+z)^{3} h\left(z^{2}\right)-(1-z)^{3} h(z)^{2}}{2(1-z)^{n-3}}
\end{aligned}
$$

and the h-polynomial of $R / I^{2}$ is

$$
\left(1-z^{c}\right) h(z)+(1+z)^{3} h\left(z^{2}\right) / 2-(1-z)^{3} h(z)^{2} / 2
$$

Proof. The Hilbert series of $R / I$ and $R / I^{2}$ can be computed from the the minimal free resolutions. One has $P_{R / I}(z)=p(z) /(1-z)^{n}$ and $P_{R / I^{2}}(z)=$ $g(z) /(1-z)^{n}$ where

$$
p(z)=1-\sum_{j=1}^{2 g+1} z^{a_{j}}+\sum_{j=1}^{2 g+1} z^{b_{j}}-z^{c}
$$

and

$$
g(z)=1-\sum_{1 \leq i \leq j \leq 2 g+1} z^{a_{i}+a_{j}}+\sum_{\substack{1 \leq i, j \leq 2 g+1 \\(i, j) \neq(1,1)}} z^{a_{i}+b_{j}}-\sum_{1 \leq i<j \leq 2 g+1} z^{b_{i}+b_{j}}
$$

One has:

$$
\begin{gathered}
2\left(\sum_{1 \leq i \leq j \leq 2 g+1} z^{a_{i}+a_{j}}\right)=\sum_{1 \leq i, j \leq 2 g+1} z^{a_{i}+a_{j}}+\sum_{i=1}^{2 g+1} z^{2 a_{i}} \\
\left.2\left(\sum_{\substack{1 \leq i, j \leq 2 g+1 \\
(i, j) \neq(1,1)}} z^{a_{i}+b_{j}}\right)=2\left(\sum_{1 \leq i, j \leq 2 g+1} z^{a_{i}+b_{j}}\right)-2 z^{c}\right) \\
=\sum_{1 \leq i, j \leq 2 g+1}\left(z^{a_{i}+b_{j}}+z^{a_{j}+b_{i}}\right)-2 z^{c} \\
2\left(\sum_{1 \leq i, j \leq 2 g+1} \sum_{1 \leq i<j \leq 2 g+1} z^{b_{i}+b_{j}}\right)=z_{1}=z^{\sum_{i=1}^{b_{i}+b_{j}}-\sum_{j=1}^{2 g+1} z^{2 b_{j}}}
\end{gathered}
$$

Hence

$$
\begin{aligned}
g(z)= & 1-\frac{1}{2}\left(\sum_{1 \leq i \leq j \leq 2 g+1} z^{a_{i}+a_{j}}+\sum_{i=1}^{2 g+1} z^{2 a_{i}}\right) \\
& +\frac{1}{2}\left(\sum_{1 \leq i, j \leq 2 g+1}\left(z^{a_{i}+b_{j}}+z^{a_{j}+b_{i}}\right)\right)-z^{c} \\
& -\frac{1}{2}\left(\sum_{1 \leq i, j \leq 2 g+1} z^{b_{i}+b_{j}}-\sum_{j=1}^{2 g+1} z^{2 b_{j}}\right) \\
= & 1-z^{c}-\frac{1}{2} \sum_{1 \leq i, j \leq 2 g+1}\left(z^{a_{i}+a_{j}}+z^{b_{i}+b_{j}}-z^{a_{i}+b_{j}}-z^{a_{j}+b_{i}}\right) \\
& +\frac{1}{2} \sum_{j+1}^{2 g+1}\left(z^{2 b_{j}}-z^{2 a_{j}}\right) \\
= & 1-z^{c}-\frac{1}{2}\left(\sum_{j=1}^{2 g+1} z^{b_{j}}-\sum_{j=1}^{2 g+1} z^{a_{j}}\right)^{2}+\frac{1}{2}\left(\sum_{j=1}^{2 g+1} z^{2 b_{j}}-\sum_{j=1}^{2 g+1} z^{2 a_{j}}\right) .
\end{aligned}
$$

We finally get

$$
\begin{aligned}
g(z)=1-z^{c}- & \frac{1}{2}\left(p(z)-\left(1-z^{c}\right)\right)^{2}+\frac{1}{2}\left(p\left(z^{2}\right)-\left(1-z^{2 c}\right)\right)= \\
& =\left(1-z^{c}\right) p(z)+\frac{p\left(z^{2}\right)-p(z)^{2}}{2}
\end{aligned}
$$

The first equality follows, while the second one is an easy consequence of the first.

As a consequence of the proposition we have:
Theorem 4.2 The class $\mathcal{G}(3)$ of the ideals which are Gorenstein of codimension 3 has rigid 2-powers.

This result was conjectured (and proved for some subclasses) by Geramita, Pucci and Shin [GPS, 4.11] and it was the starting point of our analysis. A proof of 4.2 is also given independently by J.Kleppe in [Kl, Prop.2.5] by different methods.

From the formula of 4.1 it follows immediately that for any ideal $I \in$ $\mathcal{G}(3)$ the multiplicity $e\left(R / I^{2}\right)$ of $R / I^{2}$ is equal to $4 e(R / I)$, a result which is due to Herzog, see [Her].

We prove now a result which is the analogous of 2.3. The Gorenstein case is more complicated than the Cohen-Macaulay one because the Rees algebra of an ideal $I \in \mathcal{G}(3)$ of linear type is not a complete intersection.

The characterization of the ideals $I \in \mathcal{G}(3)$ which are of linear type is due to Eisenbud and Huneke [EH, Thm.3.4]

Theorem 4.3 Let $I \in \mathcal{G}(3)$. The following are equivalent:

1) I is of linear type,
2) $\mu\left(I_{P}\right) \leq$ height $P$ for every prime ideal $P$ with $P \supseteq I$.

The equivalent conditions of 4.3 are also equivalent to the sliding grade condition $\mathrm{SPC}_{1}$, see [KU, Obs.6.23].

Theorem 4.4 Let $I \in \mathcal{G}(3)$. Assume that $I$ is of linear type and denote by $h(z)$ the $h$-polynomial of $R / I$. Set $p(z)=\sum p_{i} z^{i}=h(z)(1-z)^{3}$ and $c=\operatorname{deg} h(z)+3=\operatorname{deg} p(z)$. Then we have

$$
P_{\mathcal{R}(I)}(z, u)=\frac{\prod_{0<i<c}\left(1-z^{i} u\right)^{p_{i}}+z^{c} u}{(1-z)^{n}\left(1-z^{c} u^{2}\right)}
$$

Proof. By virtue of Buchsbaum and Eisenbud structure theorem there exists a skew-symmetric matrix $A$ of size $(2 g+1) \times(2 g+1)$, with homogeneous entries such that $I$ is minimally generated by the pfaffians, say $D_{1}, \ldots, D_{2 g+1}$, of order $2 g$ of $A$.

Furthermore $R / I$ has a minimal free resolution

$$
0 \rightarrow R(-c) \rightarrow \oplus_{i=1}^{2 g+1} R\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{2 g+1} R\left(-a_{i}\right) \rightarrow R \rightarrow R / I \rightarrow 0
$$

where the matrix of the map $\oplus_{i=1}^{2 g+1} R\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{2 g+1} R\left(-a_{i}\right)$ is $A$. By duality one has $a_{i}+b_{i}=c$ for all $i$. The Hilbert series of $R / I$ is

$$
P_{R / I}(z)=\left(1-\sum_{i} z^{a_{i}}+\sum_{i} z^{b_{i}}-z^{c}\right) /(1-z)^{n}
$$

and hence

$$
p(z)=\left(1-\sum_{i} z^{a_{i}}+\sum_{i} z^{b_{i}}-z^{c}\right)
$$

Let $T_{1}, \ldots, T_{2 g+1}$ be indeterminates and let

$$
\left(G_{1} \ldots G_{2 g+1}\right)=\left(T_{1} \ldots T_{2 g+1}\right) A
$$

By assumption the ideal $J=\left(G_{1}, \ldots, G_{2 g+1}\right)$ is the defining ideal of the Rees algebra of $I$ as a quotient of $S=K\left[X_{1}, \ldots, X_{n}, T_{1}, \ldots, T_{2 g+1}\right]$. The bigraded structure of $S$ is given by the assignment $\operatorname{deg}\left(X_{i}\right)=(1,0)$, $\operatorname{deg}\left(T_{i}\right)=\left(a_{i}, 1\right)$. Since the $(i, j)$-entry of $A$ has degree $b_{i}-a_{j}$, we have $\operatorname{deg}\left(G_{i}\right)=\left(b_{i}, 1\right)$. Note that $\mathcal{R}(I)$ is a domain of Krull dimension $n+1, J$
is a prime ideal of height $2 g$, and hence $J$ is an almost complete intersection. We claim that

$$
\sum_{i=1}^{2 g+1} T_{i} G_{i}=0=\sum_{i=1}^{2 g+1} D_{i} G_{i}
$$

In the following, if $M$ is a matrix, we denote by ${ }^{t} M$ the transpose of $M$. We have

$$
\begin{aligned}
\sum_{i=1}^{2 g+1} T_{i} G_{i} & =\left(T_{1} \ldots T_{2 g+1}\right)^{t}\left(G_{1} \ldots G_{2 g+1}\right) \\
& =\left(T_{1} \ldots T_{2 g+1}\right)^{t} A^{t}\left(T_{1} \ldots T_{2 g+1}\right)=0
\end{aligned}
$$

because $A$ is skew-symmetric. This proves the first equality. As for the second one, we have

$$
0=\left(D_{1} \ldots D_{2 g+1}\right)^{t} A
$$

hence

$$
\begin{aligned}
\left(D_{1} \ldots D_{2 g+1}\right)^{t} A^{t}\left(T_{1} \ldots T_{2 g+1}\right) & =\left(D_{1} \ldots D_{2 g+1}\right)^{t}\left(G_{1} \ldots G_{2 g+1}\right) \\
& =\sum_{i=1}^{2 g+1} D_{i} G_{i}=0
\end{aligned}
$$

Let now $E=\left(G_{1}, \ldots, G_{2 g}\right)$. It follows from the claim that

$$
E+\left(T_{2 g+1}, D_{2 g+1}\right) \subseteq E: G_{2 g+1}
$$

Since $J$ has height 2 g , we may assume that any $2 g$ of the generators of $J$ form a regular sequence. Further, by virtue of [ $\mathrm{HuU}, 2.12$ ] we know that links specialize; thus we may assume, as in the generic case, that the matrix $A$ is chosen so that

$$
\begin{equation*}
G_{1}, \ldots, G_{2 g} \text { form a regular sequence in } \mathrm{S} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
E+\left(T_{2 g+1}, D_{2 g+1}\right)=E: G_{2 g+1} \tag{9}
\end{equation*}
$$

We claim now that the following equalities hold:

$$
\begin{gather*}
E: T_{2 g+1}=J  \tag{10}\\
{\left[E+\left(T_{2 g+1}\right)\right]: D_{2 g+1}=\left(T_{1}, \ldots, T_{2 g+1}\right)} \tag{11}
\end{gather*}
$$

Since $\sum_{i=1}^{2 g+1} T_{i} G_{i}=0$, we have $E: T_{2 g+1} \supseteq J$. The other inclusion follows since $J$ is a prime ideal, $E \subseteq J$ and $T_{2 g+1} \notin J$.

Since $\left(T_{1}, \ldots, T_{2 g+1}\right)$ is a prime ideal in $S$ and $D_{2 g+1} \notin\left(T_{1}, \ldots, T_{2 g+1}\right)$ while $E \subseteq\left(T_{1}, \ldots, T_{2 g+1}\right)$, we have $\left[E+\left(T_{2 g+1}\right)\right]: D_{2 g+1} \subseteq\left(T_{1}, \ldots\right.$, $\left.T_{2 g+1}\right)$. The other inclusion follows immediately from :
Claim: Let $X$ be a skew-symmetric matrix of size $n \times n, n$ even, and let $F$ be its pfaffian. Set $\left(G_{1} \ldots G_{n}\right)=\left(T_{1} \ldots T_{n}\right) X$. Then $T_{i} F \in\left(G_{1}, \ldots, G_{n}\right)$ for every $i=1, \ldots, n$.

To prove the claim one notes that there exists a matrix $X^{*}$ such that

$$
X X^{*}=F I_{n}
$$

where $I_{n}$ is the identity matrix. Then one has

$$
\left(G_{1} \ldots G_{n}\right) X^{*}=\left(T_{1} \ldots T_{n}\right) X X^{*}=\left(T_{1} \ldots T_{n}\right) F I_{n}
$$

which proves the claim.
For simpicity let us set $D=D_{2 g+1}, G=G_{2 g+1}, T=T_{2 g+1}, a=a_{2 g+1}$ and $b=b_{2 g+1}$. We have a short exact sequence

$$
\begin{equation*}
0 \rightarrow S /(E: G)(-b,-1) \rightarrow S / E \rightarrow \mathcal{R}(I) \rightarrow 0 \tag{12}
\end{equation*}
$$

where the first map is the multiplication by $G$. By Eq.(9) we know that $S /(E: G)=S /(E+(T, D))$, and hence we have

$$
\begin{equation*}
0 \rightarrow S /[(E+(T)): D](-a, 0) \rightarrow S /(E+(T)) \rightarrow S /(E: G) \rightarrow 0 \tag{13}
\end{equation*}
$$

where the first map is the multiplication by $D$. Finally we have another short exact sequence

$$
\begin{equation*}
0 \rightarrow S /(E: T)(-a,-1) \rightarrow S / E \rightarrow S /(E+(T)) \rightarrow 0 \tag{14}
\end{equation*}
$$

where the first map is the multiplication by $T$. By Eq.(11) we have also

$$
S /[(E+(T)): D]=S /\left(T_{1}, \ldots, T_{2 g+1}\right)=R,
$$

while by Eq.(10)

$$
S /(E: T)=S / J=\mathcal{R}(I) .
$$

Since $c=a+b$, we get

$$
\begin{gathered}
\left.P_{\mathcal{R}(I)}(z, u) \stackrel{(12)}{=} P_{S / E}(z, u)-z^{b} u P_{S /(E: G}\right)(z, u)= \\
\stackrel{(13)}{=} P_{S / E}(z, u)-z^{b} u\left[P_{S /(E+(T))}(z, u)-z^{a} P_{R}(z, u)\right]= \\
\stackrel{(14)}{=} P_{S / E}(z, u)+z^{c} u P_{R}(z, u)-z^{b} u\left[P_{S / E}(z, u)-z^{a} u P_{\mathcal{R}(I)}(z, u)\right] .
\end{gathered}
$$

It follows that

$$
\begin{gathered}
P_{\mathcal{R}(I)}(z, u)\left(1-z^{c} u^{2}\right)=\left(1-z^{b} u\right) P_{S / E}(z, u)+z^{c} u P_{R}(z, u)= \\
\stackrel{(8)}{=} \frac{\prod_{i=1}^{2 g+1}\left(1-z^{b_{i}} u\right)}{(1-z)^{n} \prod_{i=1}^{2 g+1}\left(1-z^{a_{i}} u\right)}+\frac{z^{c} u}{(1-z)^{n}} .
\end{gathered}
$$

Since

$$
\sum p_{i} z^{i}=h(z)(1-z)^{3}=1-\sum z^{a_{j}}+\sum z^{b_{j}}-z^{c},
$$

we clearly have for every $0<i<c$

$$
p_{i}=\sharp\left\{m \mid b_{m}=i\right\}-\sharp\left\{m \mid a_{m}=i\right\} .
$$

Hence

$$
P_{\mathcal{R}(I)}(z, u)\left(1-z^{c} u^{2}\right)=\frac{\prod_{0<i<c}\left(1-z^{i} u\right)^{p_{i}}+z^{c} u}{(1-z)^{n}}
$$

and this concludes the proof of the theorem.
As a corollary of the theorem we have:
Corollary 4.5 Let $I \in \mathcal{G}(3)$ be an ideal of linear type. Let $h(z)$ be the $h$-polynomial of $R / I$. Set $c=s+3$ and $p(z)=\sum p_{i} z^{i}=h(z)(1-z)^{3}$. Then
$P_{R / I^{t}}(z)=\frac{1}{(1-z)^{n}}-\frac{1}{t!(1-z)^{n}}\left[\frac{\partial^{t}}{\partial u^{t}} \frac{\prod_{0<i<c}\left(1-z^{i} u\right)^{p_{i}}+z^{c} u}{\left(1-z^{c} u^{2}\right)}\right]_{u=0}$.
In particular the class $\{I \in \mathcal{G}(3)$ : I is of linear type $\}$ has rigid powers.
Remark. Let $X=\left(X_{i j}\right)$ be a $2 g+1 \times 2 g+1$ skew-symmetric matrix of indeterminates over $K$. Denote by $R$ the polynomial ring $K\left[X_{i j}\right]$, by $n=\operatorname{dim} R=(2 g+1) g$ and by $I$ the ideal generated by the pfaffians of order $2 g$ of $I$. The ideal $I$ is of linear type [EH]. Then one has

$$
P_{\mathcal{R}(I)}(z, u)=\frac{1}{(1-z)^{n}\left(1-z^{2 g+1} u^{2}\right)}\left[\frac{\left(1-z^{g+1} u\right)^{2 g+1}}{\left(1-z^{g} u\right)^{2 g+1}}+z^{2 g+1} u\right]
$$

Since the generators of the ideal $I$ have all degree $g$, the Rees algebra has also a bigraded and $\mathbf{N}$-graded standard structure. The Hilbert series of $\mathcal{R}(I)$ with respect to the standard bigraded structure is obtained from the above expression by replacing $z^{g} u$ with $u$. Hence it is

$$
P_{\mathcal{R}(I)}(z, u)=\frac{1}{(1-z)^{n}\left(1-z u^{2}\right)}\left[\frac{(1-z u)^{2 g+1}}{(1-u)^{2 g+1}}+z^{g+1} u\right] .
$$

The Hilbert series of $\mathcal{R}(I)$ with respect to the standard $\mathbf{N}$-graded structure is obtained from the last expression by replacing $u$ with $z$. Hence it is

$$
\begin{aligned}
P_{\mathcal{R}(I)}(z) & =\frac{1}{(1-z)^{n}\left(1-z^{3}\right)}\left[\frac{\left(1-z^{2}\right)^{2 g+1}}{(1-z)^{2 g+1}}+z^{g+2}\right] \\
& =\frac{(1+z)^{2 g+1}+z^{g+2}}{(1-z)^{n}\left(1-z^{3}\right)}
\end{aligned}
$$

Hence the $h$-polynomial of $\mathcal{R}(I)$ (with respect to the standard $\mathbf{N}$-graded structure) is:

$$
\frac{(1+z)^{2 g+1}+z^{g+2}}{1+z+z^{2}}
$$

from this it follows that the multiplicity of $\mathcal{R}(I)$ (with respect to the standard $\mathbf{N}$-graded structure) is $e(\mathcal{R}(I))=\left(2^{2 g+1}+1\right) / 3$, see [HTU, Ex.3.7]

As in the Cohen-Macaulay codimension 2 case we have:
Theorem 4.6 Let $I \in \mathcal{G}(3)$ and let $t \in \mathbf{N}$ such that $I^{j}=S_{j}(I)$ for every $j=1, \ldots, t$. Let $h(z)$ be the $h$-polynomial of $R / I$ and set $\sum p_{i} z^{i}=$ $h(z)(1-z)^{3}$. Then we have
$P_{R / I^{t}}(z)=\frac{1}{(1-z)^{n}}-\frac{1}{t!(1-z)^{n}}\left[\frac{\partial^{t}}{\partial u^{t}} \frac{\prod_{0<i<c}\left(1-z^{i} u\right)^{p_{i}}+z^{c} u}{\left(1-z^{c} u^{2}\right)}\right]_{u=0}$.
In particular the class $\{I \in \mathcal{G}(3): I$ is $t$-syzygetic $\}$ has rigid $t$-powers.
Proof. As in the proof of 2.4 , it is enough to show that there exists a Gorenstein ideal $J$ of codimension three in a suitable polynomial ring $T$ such that $J$ is of linear type and $I$ and $J, I^{t}$ and $J^{t}$ have the same graded Betti numbers.

Let

$$
0 \rightarrow R(-c) \rightarrow \oplus_{i=1}^{2 g+1} R\left(-b_{i}\right) \rightarrow \oplus_{i=1}^{2 g+1} R\left(-a_{i}\right) \rightarrow R \rightarrow R / I \rightarrow 0
$$

be a minimal free resolution of $R / I$ and assume that $a_{1} \leq a_{2} \cdots \leq a_{2 g+1}$ and $b_{1} \geq b_{2} \cdots \geq b_{2 g+1}$. Let $U=\left(u_{i j}\right)$ be the degree matrix of $I$, that is $u_{i j}=b_{i}-a_{j}$. It is known that $u_{i j}>0$ for $i+j \leq 2 g+3$, see for instance [HTV, Sect. 5]. Then consider the skew-symmetric matrix $B$ with entries

$$
B_{i j}= \begin{cases}0 & \text { if } i+j<2 g+1 \text { or } i+j>2 g+3 \\ X_{i j}^{u_{i j}} & \text { if } 2 g+1 \leq i+j \leq 2 g+3 \text { and } 1 \leq i<j \leq 2 g+1\end{cases}
$$

where the $X_{i j}$ with $2 g+1 \leq i+j \leq 2 g+3$ and $1 \leq i<j \leq 2 g+1$ form a set of $3 g$ distinct indeterminates. Let $J$ be the ideal of $T=K\left[X_{i j}\right]$ generated the pfaffians of order $2 g$ of $B$. It is easy to see that $J$ has codimension 3 .

It follows that $J \in \mathcal{G}(3)$ (of $T$ ) and that $J$ and $I$ have the same graded Betti numbers because, by construction, they have the same degree matrix. In order to prove that $J$ is of linear type one can apply 4.3. Alternatively one may also note that by virtue of [HT, 6.6], the pfaffians of $B$ form a Gröbner basis of $J$ with respect to a lexicographic term order and the initial terms of the pfaffians are their anti-diagonal terms. It is easy to see that the anti-diagonal terms form a $M$-sequence of interval type in the sense of [CD, Def.3.1]. It follows from [CD, Thm.2.5] that $J$ is of linear type. It remains to show that $I^{t}$ and $J^{t}$ have the same $h$-vector. Actually we will see that $I^{t}$ and $J^{t}$ have the same graded Betti numbers. This will be a consequence of the following result of Tchernev [Tc1]:

Let $I \in \mathcal{G}(3)$ and assume that $I^{j}=S_{j}(I)$ for every $j=1, \ldots, t$. Then the Kustin-Ulrich complex $\mathcal{D}^{t}$ is a (minimal) free resolution of $I^{t}$.

Since $I$ and $J$ have the same graded Betti numbers, it follows that the Kustin-Ulrich complexes $\mathcal{D}^{t}$ of $I$ and $J$ are numerically the same. By the above result the complexes $\mathcal{D}^{t}$ for $I$ and $J$ are free resolution of $I^{t}$ and $J^{t}$, hence $I^{t}$ and $J^{t}$ have the same graded Betti numbers.

The formula of 4.2 for the Hilbert series of $R / I^{2}$ can be easily recovered from the formula of 4.5 by computing explicitely the second partial derivative. In details, set $Q(z, u)=\prod_{0<i<c}\left(1-z^{i} u\right)^{p_{i}} /\left(1-z^{c} u^{2}\right)$ and $P(z, u)=z^{c} u /\left(1-z^{c} u^{2}\right)$. Then note that:

$$
\frac{\partial}{\partial u} Q(z, u)=-Q(z, u)\left(\sum_{1<i<c}\left(p_{i} z^{i} /\left(1-z^{i} u\right)\right)-2 z^{c} u /\left(1-z^{c} u^{2}\right)\right)
$$

Set $F_{1}(z, u)=\sum_{1<i<c} p_{i} z^{i} /\left(1-z^{i} u\right)-2 z^{c} u /\left(1-z^{c} u^{2}\right)$. Then we have

$$
\frac{\partial^{2}}{\partial u^{2}} Q(z, u)=\left[F_{1}(z, u)^{2}-F_{2}(z, u)\right] Q(z, u)
$$

where

$$
\begin{aligned}
F_{2}(z, u)= & \frac{\partial}{\partial u} F_{1}(z, u)=\sum_{1<i<c}\left(p_{i} z^{2 i} /\left(1-z^{i} u\right)^{2}\right) \\
& +\left(-2 z^{c}-2 z^{2 c} u^{2}\right) /\left(1-z^{c} u^{2}\right)^{2} .
\end{aligned}
$$

Further

$$
\left[\frac{\partial^{t}}{t!\partial u^{t}} P(z, u)\right]_{0}= \begin{cases}0 & \text { if } t \text { is even } \\ z^{(k+1) c} & \text { if } t \text { is odd, } t=2 k+1\end{cases}
$$

Hence

$$
\begin{aligned}
& {\left[\frac{\partial^{2}}{\partial u^{2}}(Q(z, u)+P(z, u))\right]_{u=0}=\left(F_{1}(z, 0)^{2}-F_{2}(z, 0)\right) Q(z, 0)=} \\
& \left(\sum_{1<i<c} p_{i} z^{i}\right)^{2}-\left(\sum_{1<i<c} p_{i} z^{2 i}\right)+2 z^{c}
\end{aligned}
$$

Since we have

$$
p(z)=1+\sum_{1<i<c} p_{i} z^{i}-z^{c}
$$

and

$$
p\left(z^{2}\right)=1+\sum_{1<i<c} p_{i} z^{2 i}-z^{2 c}
$$

we obtain

$$
\begin{aligned}
{\left[\frac{\partial^{2}}{\partial u^{2}}(Q(z, u)+P(z, u))\right]_{u=0}=} & \left(p(z)-1+z^{c}\right)^{2}-p\left(z^{2}\right) \\
& +1-z^{2 c}+2 z^{c}=p(z)^{2} \\
& -p\left(z^{2}\right)-2 p(z)\left(1-z^{c}\right)+2
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& P_{R / I^{2}}(z)=\frac{1}{(1-z)^{n}}-\frac{p(z)^{2}-p\left(z^{2}\right)-2 p(z)\left(1-z^{c}\right)+2}{2(1-z)^{n}}= \\
& =\left(1-z^{c}\right) P_{R / I}(z)+\frac{p\left(z^{2}\right)-p(z)^{2}}{2(1-z)^{n}}
\end{aligned}
$$

Remark. As in the Cohen-Macaulay case, by computing the higher partial derivatives one proves by induction that for all $t \in \mathbf{N}$ there exists a polynomial

$$
G_{t}\left(z, z_{1}, x_{1}, \ldots, x_{t}\right) \in \mathbf{Q}\left[z, z_{1}, x_{1}, \ldots, x_{t}\right]
$$

such that for every ideal $I \in \mathcal{G}(3)$ which is $t$-syzygetic the $h$-polynomial of $R / I^{t}$ is given by $G_{t}\left(z, z^{c}, h(z), h\left(z^{2}\right), \ldots, h\left(z^{t}\right)\right)$ where $h(z)$ is the $h$ polynomial of $R / I$ and $c=\operatorname{deg} h(z)+3$.

## 5 The dimension of some schemes

In this section, to illustrate the formulas found in the preceding sections, we perform some computations which simplify and extend several results that appeared recently in different papers.

Example. By using the formula of corollary 2.6 we can easily prove Proposition 3.6.1 in [IK] concerning the Hilbert function of the square of the defining ideal of a set of generic points in $\mathbf{P}^{2}$. The $h$-polynomial of the defining ideal of a set of generic points in $\mathbf{P}^{2}$ is

$$
h(z)=1+2 z+3 z^{2}+\cdots+t z^{t-1}+a z^{t}
$$

for some $a, 0 \leq a<t+1$. Accordingly to corollary 2.6 the $h$-polynomial of $R / I^{2}$ is

$$
g(z)=h(z)+\frac{(1+z)^{2} h\left(z^{2}\right)-h(z) q(z)}{2}
$$

where $q(z)=h(z)(1-z)^{2}$ is the second difference of $h(z)$.
We can visualize $h(z)$ and its first two differences as follows:

| $h(z)$ | 1 | 2 | 3 | $\ldots$ | $t$ | $a$ | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 1 | 1 | $\ldots$ | 1 | $a-t$ | $-a$ | 0 |
| $q(z)$ | 1 | 0 | 0 | $\ldots$ | 0 | $a-t-1$ | $t-2 a$ | $a$ |

From this we get

$$
\begin{aligned}
g(z)= & h(z) \\
+ & \frac{(1+z)^{2} h\left(z^{2}\right)-h(z)\left(1+(a-t-1) z^{t}+(t-2 a) z^{t+1}+a z^{t+2}\right)}{2} \\
= & \sum_{i=0}^{2 t-1}(i+1) z^{i}+\left(2 t+1-\binom{t+2-a}{2}\right) z^{2 t} \\
& +(a-t+1) a z^{2 t+1}-\binom{a}{2} z^{2 t+2} .
\end{aligned}
$$

We remark that Proposition 3.6.1 in [IK] has been proved for points which have generic Hilbert Function and minimum number of generators possible for that Hilbert function. Here we prove that the formula holds for every set of points with generic (maximal) Hilbert function.

Next we use the formula of Proposition 4.1 to compute the dimensions of the scheme $\operatorname{Gor}(H)$ which parametrize homogeneous codimension 3 Gorenstein ideals $I$ in the polynomial ring $R=k\left[X_{1}, \ldots, X_{n}\right]$ with $h$ polynomial $H=\sum_{i=0}^{s} h_{i} z^{i}$ with $h_{i}=h_{s-i}, h_{0}=1$ and $h_{1}=3$.

Example. Let us first consider the case when $n=3$. By results of Iarrobino and Kanev [IK], Diesel [D, Thm.2.7] and J.Kleppe [KI, Cor.1.5] one knows that $\operatorname{Gor}(H)$ is a smooth irreducible scheme (if it is non-empty) of dimension

$$
\operatorname{dim} \operatorname{Gor}(H)=H_{I / I^{2}}(s)
$$

where $I$ is any ideal of $\operatorname{Gor}(H)$. By 4.1 we have

$$
P_{I / I^{2}}(z)=(1+z)^{3} h\left(z^{2}\right) / 2-(1-z)^{3} h(z)^{2} / 2-z^{c} h(z) .
$$

Hence dim $\operatorname{Gor}(H)$ is equal to the coefficient of $z^{s}$ in $\left[(1+z)^{3} H\left(z^{2}\right)-\right.$ $\left.(1-z)^{3} H(z)^{2}\right] / 2$. The coefficient of $z^{s}$ in $(1+z)^{3} H\left(z^{2}\right) / 2$ is $\left(h_{r}+\right.$ $\left.3 h_{r-1}\right) / 2$ if $s=2 r$ or $\left(3 h_{r}+h_{r-1}\right) / 2$ if $s=2 r+1$. The coefficient of $z^{s}$ in $(1-z)^{3} H(z)^{2} / 2$ is $\sum_{i=0}^{s} h_{i} p_{s-i} / 2$ where

$$
p_{i}=\left(h_{i}-3 h_{i-1}+3 h_{i-2}-h_{i-3}\right)
$$

are the coefficients of the "third difference" $(1-z)^{3} H(z)$ of $H(z)$. Summing up and taking into account the symmetry of the polynomial $H(z)$ we have: $\operatorname{dim} \operatorname{Gor}(H)= \begin{cases}\left(h_{r}+3 h_{r-1}-\sum_{i=0}^{s} h_{i} p_{i}\right) / 2 & \text { if } s \text { is even, } s=2 r \\ \left(3 h_{r}+h_{r-1}-\sum_{i=0}^{s} h_{i} p_{i}\right) / 2 & \text { if } s \text { is odd, } s=2 r+1 .\end{cases}$

For instance, for $s=4,5, \ldots, 11$ we have:

| s | $\operatorname{dim} \operatorname{Gor}(H)$ |
| :---: | :--- |
| 4 | $-1 / 2 h_{2}^{2}+13 / 2 h_{2}-7$ |
| 5 | $1 / 2 h_{2}^{2}-1 / 2 h_{2}+5$ |$|$| 6 | $-5 / 2 h_{2}^{2}+3 h_{2} h_{3}-1 / 2 h_{3}^{2}+21 / 2 h_{2}-15 / 2 h_{3}-1$ |
| :---: | :--- |
| 7 | $-1 / 2 h_{2}^{2}+1 / 2 h_{3}^{2}+13 / 2 h_{2}-7 / 2 h_{3}-1$ |
| 8 | $-h_{2}^{2}+4 h_{2} h_{3}-3 h_{2} h_{4}+6 h_{2}-5 / 2 h_{3}^{2}+3 h_{3} h_{4}$ <br> $-13 / 2 h_{3}-1 / 2 h_{4}^{2}+7 / 2 h_{4}-1$ |
| 9 | $-h_{2}^{2}+3 h_{2} h_{3}-2 h_{2} h_{4}+6 h_{2}-1 / 2 h_{3}^{2}-15 / 2 h_{3}$ <br>  <br>  <br> $+1 / 2 h_{4}^{2}+9 / 2 h_{4}-1$ |
| 10 | $-h_{2}^{2}+3 h_{2} h_{3}-3 h_{2} h_{4}+h_{2} h_{5}+6 h_{2}-h_{3}^{2}+4 h_{3} h_{4}$ <br> $-3 h_{3} h_{5}-8 h_{3}-5 / 2 h_{4}^{2}+3 h_{4} h_{5}+9 / 2 h_{4}-1 / 2 h_{5}^{2}+1 / 2 h_{5}-1$ |
| 11 | $-h_{2}^{2}+3 h_{2} h_{3}-3 h_{2} h_{4}+h_{2} h_{5}+6 h_{2}-h_{3}^{2}+3 h_{3} h_{4}$ |
| $-2 h_{3} h_{5}-8 h_{3}-1 / 2 h_{4}^{2}++7 / 2 h_{4}+1 / 2 h_{5}^{2}+3 / 2 h_{5}-1$ |  |

Notice that the two tables in [IK, 3.5.1] are particular cases of the lines $s=9$ and $s=11$ in our table.
Example. Here we consider the following polynomial which was extensively studied in [GPS]. Let $t$ and $j$ be positive integers such that $\binom{t+2}{2} \leq$ $j<\binom{t+3}{2}$. For every $m \geq 4$ set

$$
H(z)=\sum_{i=0}^{t}\binom{i+2}{2} z^{i}+\sum_{i=t+1}^{t+m-1} j z^{i}+\sum_{i=t+m}^{2 t+m}\binom{2 t+m-i+2}{2} z^{i} .
$$

Here we have $s=2 t+m$ and, no matter whether $m$ is even or odd, the coefficient of $z^{s}$ in $(1+z)^{3} H\left(z^{2}\right) / 2$ is $2 j$. In this case we better write the coefficient of $z^{s}$ in $(1-z)^{3} H(z)^{2} / 2$ as $\sum_{i=0}^{s} r_{i} q_{s-i} / 2$ where $r_{i}$ and $q_{i}$ are the coefficients of the "first" and "second " difference $r(z)=(1-z) H(z)$ and $q(z)=(1-z)^{2} H(z)$ of $H(z)$ respectively. We can visualize $H(z)$ and its first two differences as follows:

| 1 | 3 | $\ldots$ | $\binom{t+1}{2}$ | $\binom{t+2}{2}$ | $j$ | $j$ | $j$ | $\ldots$ | $j$ | $\binom{t+2}{2}$ | $\binom{t+1}{2}$ | $\ldots$ | 3 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | $\ldots$ | $t$ | $t+1$ | $a$ | 0 | 0 | $\ldots$ | 0 | $-a$ | $-(t+1)$ | $\ldots$ | -3 | -2 |
| 1 | 1 | $\ldots$ | 1 | 1 | $b$ | $-a$ | 0 | $\ldots$ | 0 | $-a$ | $b$ | $\ldots$ | 1 | 1 |

where $a=j-\binom{t+2}{2}$ and $b=a-(t+1)$. From this table we easily get

$$
\begin{aligned}
\sum_{i=0}^{s} r_{i} q_{s-i}= & 1+2+\cdots+(t-1)+t(a-t-1)-a(t+1) \\
& -a-(t+1)-t-(t-1)-\cdots-2=-t^{2}-3 t-2 a
\end{aligned}
$$

Summing up we get

$$
\operatorname{dim} \operatorname{Gor}(H)=2 j+\frac{t^{2}+3 t+2 a}{2}=2 j+\frac{2 j-2}{2}=3 j-1
$$

Example. We consider here the case $n=4$. Hence we are dealing with zero-dimensional schemes in $\mathbf{P}^{3}$ which are arithmetically Gorenstein. By [Kl, Prop. 3.1] we have

$$
\operatorname{dim} \operatorname{Gor}(H)=3 d-H_{I / I^{2}}(s-1)
$$

where $I$ is any ideal of $\operatorname{Gor}(H)$ and $d$ is the degree of $R / I$. Hence $d=$ $\sum_{i=0}^{s} h_{i}$ and as before one can explicitely write down the a formula for $\operatorname{dim} \operatorname{Gor}(H)$ only in terms of the $h_{i}$. For instance for $s=4,5, \ldots, 9$ one obtains:

| s | $\operatorname{dim} \operatorname{Gor}(H)$ |
| :--- | :--- |
| 4 | $4 h_{2}+11$ |
| 5 | $1 / 2 h_{2}^{2}+3 / 2 h_{2}+17$ |
| 6 | $-h_{2}^{2}+h_{2} h_{3}+8 h_{2}-2 h_{3}+11$ |
| 7 | $1 / 2 h_{2}^{2}-h_{2} h_{3}+7 / 2 h_{2}+1 / 2 h_{3}^{2}+7 / 2 h_{3}+11$ |
| 8 | $2 h_{2} h_{3}-2 h_{2} h_{4}+3 h_{2}-h_{3}^{2}+h_{3} h_{4}-h_{3}+6 h_{4}+11$ |
| 9 | $h_{2} h_{3}-h_{2} h_{4}+3 h_{2}+1 / 2 h_{3}^{2}-h_{3} h_{4}-5 / 2 h_{3}+1 / 2 h_{4}^{2}+17 / 2 h_{4}+11$ |

Example. Here we consider arithmetically Gorenstein smooth curves in $\mathbf{P}^{4}$ and for every such curve $C$, we determine the dimension of the Hilbert scheme of $\mathbf{P}^{4}$ at $C$ in terms of the $h$-polynomial $H(z)=\sum_{i=0}^{s} h_{i} z^{i}$ of $C$. By [KM, Example 2.9] we know that

$$
\operatorname{dim} \text { Hilb }_{[C]} \mathbf{P}^{4}=5 d+1-g+H_{I / I^{2}}(s-2)
$$

where $d$ and $g$ are the degree and the genus of the curve respectively. Since $d=\sum_{i=0}^{s} h_{i}$ and $g=\sum_{i=1}^{s}(i-1) h_{i}$ again one can explicitely write down a formula for $\operatorname{dim} \operatorname{Gor}(H)$ only in terms of the $h_{i}$. For instance for $s=4,5,6,7$ one obtains:

| s | $\operatorname{dim} \operatorname{Gor}(H)$ |
| :--- | :--- |
| 4 | $3 h_{2}+37$ |
| 5 | $5 h_{2}+43$ |
| 6 | $-1 / 2 h_{2}^{2}+21 / 2 h_{2}+2 h_{3}+33$ |
| 7 | $h_{2}^{2}-h_{2} h_{3}+3 h_{2}+9 h_{3}+35$ |
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