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Note that, if a line arrangement lies on a smooth surface of $\mathbb{P}^{3}$, then it automatically has planar singularities ...
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which confirms our theorem.
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- $G(I)$ is 5-connected.
- $G(I)$ is 5 -regular.
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Given a $d$-dimensional simplicial complex $\Delta$, by taking $d-1$ general hyperplane sections of $V\left(I_{\Delta}\right)$ we get a line arrangement with same dual graph as $\Delta$. The 27 lines and Schläfli double six arrangements do not arise in this way:

Concerning Schläfli's double six, for example, the dual graph has diameter 3 , while the dual graph of any normal simplicial complex of codimension 2 has diameter at most 2 .

For the moment, we are not able to find a family of complete intersection line arrangements in $\mathbb{P}^{3}$ with dual graph of arbitrarily large diameter (not even $>3$ ) ...


